
Problem

Running in parallel two systems that use Bulk Data

Solution

Bulk Data subsystem does not use ACS_INSATNCE for setting ports which are used for transferring bulk data (flows). Instead, ports (and also IP 
addresses) can be set in the CDB.

Port can be set for each flow. If there is no such information in CDB the bulk data takes a "random" port number.
So if you want to run in parallel two systems that use bulk data you have to be sure that port specified in CDB are different, or do not specify them at all.
Port can be set for bulk data receiver as well as for bulk data distributor (receiver part).

For how to configure recevier, sender and/or distributor please refer to   or  !FAQ Bulk Data documentation
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Related articles

How can more people do development with ACS on the same machine without disturbing each other?
Which ports are used by ACS?
Problems connecting to ACS servers on a remote machine: bad /etc/hosts
Why does the getComponent method of ZLegacy/ACS.ContainerServices return an object of type None?
Why are some of my print statements not showing up in the container output section of acscommandcenter?

https://ictwiki.alma.cl/twiki/bin/edit/ACS/FAQBulkDataCDBSetting?topicparent=Main.FAQMultipleBulkData;nowysiwyg=0
http://www.eso.org/projects/alma/develop/acs/OnlineDocs/ACS_Bulk_Data_Transfer.pdf
https://ictwiki.alma.cl/twiki/bin/view/Main/BogdanJeram
https://confluence.alma.cl/pages/viewpage.action?pageId=54002502
https://confluence.alma.cl/pages/viewpage.action?pageId=54002759
https://confluence.alma.cl/pages/viewpage.action?pageId=54002506
https://confluence.alma.cl/pages/viewpage.action?pageId=54003254
https://confluence.alma.cl/pages/viewpage.action?pageId=54003317
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